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ABSTRACT

     This thesis shows that distributed consensus systems based on proof of work are 

vulnerable to hashrate-based double-spending attacks due to abuse of majority rule. 

Through building a private fork of Litecoin and executing a double-spending attack this 

thesis examines the mechanics and principles behind the attack.  This thesis also conducts 

a survey of preventative measures used to deter double-spending attacks, concluding that 

a decentralized peer-to-peer network using proof of work is best protected by the addition 

of an observer system whether internal or external.  
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I. INTRODUCTION

     The first three chapters of this thesis are a minimal introduction to general proof of 

work cryptocurrencies. Any readers already familiar with cryptocurrencies may wish to 

skip to Chapter IV where the experiment is discussed. Small-scale distributed consensus 

systems refer to proof of work cryptocurrencies which have a sufficiently small amount 

of hashrate on their networks.  A double-spending attack is both cheaper to execute and 

more likely to succeed in smaller networks.  This is mostly owing to majority rule which 

most proof of work cryptocurrencies rely on through an incentivized service known as 

mining.   

     This thesis built and deployed a private fork of a proof of work cryptocurrency called 

Litecoin.  Through two experiments, this thesis successfully executed a hashrate-based 

double spending attack.  The first experiment had limited results and the second 

experiment, made more sophisticated after the limited success of the first, was fully 

successful.  An honest transaction was invalidated by inducing a block reorganization 

event in which the attacker’s blockchain fork was adopted by the honest network.  This 

blockchain fork contained a transaction that spent the same inputs as the honest 

transaction it invalidated. 

     This method of double-spending attack is vulnerable to several preventative measures, 

chief among them being an observer network.  Whether through using a layer 1 
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masternode network like Dash as an internal observer or an external observer like the 

Komodo-Pirate integration, this thesis’ research concludes that observing and reporting 

with a system that does not affect scalability, decentralization, security, or trustless 

transactions is the best protection against double-spending. 

A. Literature Review 

     This thesis’ purpose is to demonstrate a double spending attack in order to provide 

insight into preventative measures against this type of attack.  This thesis found that 

current literature on cryptocurrency lacked a practical experiment executing a double 

spending attack and, furthermore, most preventative measures were either theoretical or 

did not explicitly address how the technical execution of the attack was being prevented.   

     This thesis found the original Bitcoin whitepaper by Satoshi Nakamoto [2] to be the 

most useful.  After surveying the documentation and source code of numerous proof of 

work cryptocurrencies, it was revealed that most are software forks of Bitcoin, thusly [2] 

was relevant to almost every proof of work cryptocurrency that was examined.  

Additionally, the concepts and theories found in [2] form the foundation of most other 

cryptocurrencies today, proof of work or otherwise.  

     Following the foundational theory of cryptocurrencies is networking information. 

Information propagation, network resiliency, liveness, and security were discussed most 

clearly by [4] and [29].  As this method of double-spending attack relies heavily on 

producing a competing blockchain fork, understanding network information 

dissemination was critical and Decker & Wattenhofer in [4] did an outstanding job of 
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both explaining and illustrating networking within a peer to peer network.  Also, Park, 

Im, Seol, and Paek in [29] provided nuanced insight into the technical working of 

Bitcoin’s peer-to-peer network, especially as it pertained to macro analysis of data 

propagation across the network.   

     Lastly is the double-spending attack and its prevention or deterrence. Rosenfeld [6] 

adequately described a hashrate-based double-spending attack as well as provided some 

theoretical analysis of success probability.  This work, as previously stated, lacked the 

literal execution of the attack and relied only on theoretical analysis.  While an 

understanding of the attack may be attained using theory, this thesis found that a 

practically executed attack on a purpose-built peer to peer network has led to insights that 

are simply not available in theory alone.   

     Regarding preventative measures, works like [31] by Duffield, Schinzel, and Gutierrez 

provide excellent detail regarding various cryptocurrencies’ security and scaling features 

and how they provide protection against double-spending attacks.  However, the 

weakness of works like [31], for purposes of this thesis, is that they didn’t provide a 

wider perspective.  It was clear the authors understood their solution prevented or at least 

deterred double spending attacks, but a thorough and clear explanation of a double 

spending attack and its effects were not discussed. 

B. Cryptography 

     The word “cryptocurrency” is derived from two words: cryptography and currency.  

The word currency is used because for users who participate in each cryptocurrency 
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ecosystem, they use the cryptocurrency as a financial instrument (transferring goods and 

services, speculative investing, value storage, etc.) according to [2].  The word 

cryptography is used because it is the foundation that enables some of the major ideals 

that cryptocurrency is meant to embody such as decentralization, security, and privacy.  

C. Wallets and Addresses  

     When a prospective user of cryptocurrency wants to be a participant within the peer-

to-peer network, they will typically download software known as a wallet.  Typically, a 

wallet serves as an interface for the user to interact with the cryptocurrency’s blockchain 

and peers (other users of the same cryptocurrency) according to [34].  Typical wallet 

functions include showing balances, displaying addresses (unique identifiers from which 

users can either send or receive funds), listing a full history of transactions for the wallet 

across all addresses, generating new addresses, sending funds, and receiving funds.  

Some cryptocurrencies such as Monero [39] or Dero [49] have anonymity as a core 

function, so their wallets provide some additional privacy features. Typically, when a 

user initializes their wallet (whether running the software wallet for the first time or 

reinitializing due to some other circumstance) the software first generates a private key.  

Various cryptocurrencies use different generation methods for private keys.  A popular 

method is using a random seed generator [40] to produce a seed that is then used as input 

into data-transforming functions that introduce more randomness until enough entropy 

has been introduced. To produce a public key from that private key, elliptical curve 

cryptography is commonly used [41].  From the public key, addresses are created, 
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typically through using a cryptographic hashing function or multiple cryptographic 

hashing functions to create an output using the public key as an input [11].  Addresses 

can be thought of as bank accounts, though anonymous and not linked to any of the 

owner’s identity according to [4]. 

D. Signatures 

     To discuss what an electronic coin is, digital signatures must first be understood.  

According to [2], cryptocurrency is meant to be a distributed peer-to-peer version of 

electronic cash. As there is no central authority, this model presents some unique 

difficulties,one of which being trustless transactions from peer-to-peer.  Multiple related 

problems such as privacy, immutability, and authenticity also need to be addressed for 

the peer-to-peer model to be practical.  Digital signatures solve these issues, and there is 

not a standard implementation across cryptocurrencies though a similar model is used.  

The sender, who has the private key of the cryptocurrency address that holds the funds 

that are going to be sent, will sign the transaction with their private key.  The receiver can 

then check the history of signatures related to the funds in the sender’s address to ensure 

provenance of the funds.  This history, or chain, of signatures should be visible to when 

the funds were first minted.  These signatures, in tandem with the blockchain and other 

features show a clear history of ownership that indicates to the recipient that the sender 

does in fact have funds to send. 
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E. Electronic Coin 

     Nakamoto [2] describes an electronic coin as “a chain of digital signatures. Each 

owner transfers the coins to the next by digitally signing a hash of the previous 

transaction and the public key of the next owner and adding these to the end of the coin.”  

A hash is a form of data transformation [42].  Upon supplying a hashing function or 

algorithm with an input it will yield a unique output.  In the case of all cryptocurrencies, 

the hashing algorithms used (which greatly vary amongst cryptocurrencies) are non-

reversible and probabilistically give unique outputs for any given input.  Coin distribution 

varies from cryptocurrency to cryptocurrency. Some cryptocurrency projects start like an 

IPO (Initial Public Offering), with an initial offering of coins for a predetermined price 

per coin [43].  Most proof of work cryptocurrencies distribute by minting a set number of 

coins for each block produced until a maximum supply is reached.  The process of 

minting is, effectively, creating units of cryptocurrency from nothing.  The coins 

produced from minting exist because the cryptocurrency software is coded to produce 

them [44] and there is a valid chain of signatures starting with the special transaction 

associated with the act of minting.   

     Langridge [28] states that tokenomics is “the topic of understanding the supply and 

demand characteristics of cryptocurrencies”.  It is a term that has been popularized within 

the realm of cryptocurrencies and describes several key attributes of any given 

cryptocurrency project such as maximum supply of coins, distribution rate, distribution 

schedule, burn rate, and block time. The term tokenomics is a combination of token and 
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economics.  A token is a type of asset that can exist within a cryptocurrency, or it can be 

its own cryptocurrency.  On websites such as bitcointalk.org, cryptocurrency 

owners/developers will announce the creation and launch of their projects.  With these 

announcements, owners typically publish certain economic attributes such as the total 

number of coins they intend to mint, how they intend to distribute these coins and many 

others (typically described as supply and demand markers) [45].  The reason is to 

convince the audience that their project is worth investing in, mining, using, or talking 

about.  While there is no official attributing for the origin of the term in the context of 

cryptocurrency, tokenomics is popular and well understood according to [47] and [48]. 

F. Transaction 

     A transaction is when one owner of coins sends funds to a recipient.  The recipient can 

be a vendor, a friend, or even the owner themselves.  Transactions form most of the data 

contained within a blockchain and are the primary means (and often only) by which users 

and the network itself transfer ownership of coins.  According to [1], a Bitcoin block 

transaction data will contain 1000 times more data than the header making the ratio of 

block data 99.9%. Technical implementation of transactions varies surprisingly across the 

cryptocurrency landscape.  Such implementation differences include chosen digital 

signing algorithm, transaction initiation, and transaction data obfuscation.  

     Transactions typically are made of several different parts including inputs, outputs, 

sender, recipient, transaction hash, total amount sent, transaction fee, block identification, 

and time sent [7].  Of important note are input and outputs of a transaction. The single 
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unit of any cryptocurrency is divisible, and the lowest denomination is dependent on the 

creators of the cryptocurrency.  When a coin is initially minted, there are no user inputs 

as it is being created by the cryptocurrency software.  However, each time its owner 

transfers ownership of the coins, it can either be split or combined.  To handle this 

complication (since every unit of every coin is traceable back to its minting) transactions 

record all their inputs.  Addresses can contain many transactions, and any user can own 

many addresses.  For example, consider a user that wants to send 10 coins and the user 

has a total of 20 coins among a total of 5 addresses. 

• Address A: 1 coin 

• Transaction A1: 1 coin 

• Address B: 2 coins 

• Transaction B1: 0.5 coins 

• Transaction B2: 1.5 coins 

• Address C: 9 coins 

• Transaction C1: 2 coins 

• Transaction C2: 5 coins 

• Transaction C3: 1 coin 

• Transaction C4: 1 coin 

• Address D: 5 coins 

• Transaction D1: 5 coins 
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• Address E: 3 coins 

• Transaction E1: 2 coins 

• Transaction E2: 1 coin 

     When the user authorizes and submits the transaction to send 10 coins to another user, 

the wallet software cannot send the funds from a single address, much less from a single 

input. Wallet software tends to pick the neatest combination of inputs from however 

many addresses it needs to fulfill the transaction amount. The wallet software might pick 

the following transactions as inputs (see Fig. 1): 

• Transaction B1: 0.5 coins 

• Transaction C2: 5 coins 

• Transaction D1: 5 coins 

Assuming there is a transaction fee, these three inputs would fulfill the required amount 

of 10 coins and the transaction fee.  Then, there would be two outputs: 

• Output1: 10 coins to the recipient 

• Output2: 0.5 coins to the network as a transaction fee 

What is done with the transaction fee depends on the cryptocurrency.  If the 

cryptocurrency is mineable, then the transaction fee will likely be paid in part or in total 

as a block reward. In some projects, the transaction fee is burned or destroyed; and in 

other projects the transaction fees are still paid to the developers or owners of the 

cryptocurrency.   
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Fig. 1. Inputs from previous transactions used to create outputs for a new transaction. 

     The discussion of inputs will be important later as the premise of a double-spending 

attack occurs when an attacker is permitted to transact the same input(s) more than once.  

In the above example, the coin’s signature history changes when the inputs are used in 

the transaction.  Even if the user gets the same coins back from the recipient, the 

signature history will have two new entries.  As such, at each save state of an electronic 

coin, it should only be able to be transacted once before having its save state updated 

with a new signature.  A double spending attack happens when, at the same save state, 

the owner can transact the input more than once. 

G. Blocks and Blockchains 

     A block, as illustrated in Fig. 2, is a segmented data structure containing both a header 

and a collection of transactions.  
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Fig. 2. Generic cryptocurrency block with header and transaction section. 
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     The header contains various information such as a unique hash of all its transactions’ 

hashes, which is known as the block’s hash.  Blocks are connected, or chained, to one 

another by including a hash of the previous block’s hash.  The block’s hash provides 

immutability to the transactions contained in its collection.  The block header containing 

the block of the previous hash provides immutability to the ancestry of the blockchain. 

Blockchains are the last data encapsulation for transactions in many cryptocurrencies.  

Blockchains are comparable to traditional linked-list data structures that contain blocks. 

In many cryptocurrencies, the blockchain is stored locally in a relational database that is 

accessed by the cryptocurrency software. This thesis will now provide a foundation for 

cryptocurrency network assets and communications.
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II. CRYPTOCURRENCY NETWORK 

     Cryptocurrency networks are transaction tracking systems designed as a protocol and 

implemented as individual instances of software that, together, act as peer-to-peer 

networks that perform data storage, data confirmation, and data transmission according to 

[5].   

A. Network Types 

     All cryptocurrencies are implemented as collections of network-connected, distributed 

assets.  Some peers provide structure, some provide functionality, some simply use, and 

others provide data [3].   

• Structure: Some cryptocurrencies such as Graph (ticker GRT) have network 

assets that route traffic and queries that are specific to the niche functionality of 

the cryptocurrency. 

• Service: Most if not all cryptocurrencies have network assets that have full copies 

of the blockchain and act as a part of the network-wide consensus mechanism.  

Cryptocurrencies that use proof of work will have miners on the network whose 

sole operation is to solve hash functions. 

• User: This type of network asset would be anything from a user with a single 

wallet to an online cryptocurrency exchange to an explorer or data aggregator. 
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• Data: Most cryptocurrencies have network assets that act as DNS (domain name 

system) [22] seeders for new clients connecting or returning clients reconnecting 

to the network. 

• DNS seeders are programs or functions within a program that act as DNS 

servers, crawling the internet looking for healthy peers.  Health is defined 

by certain metrics such as peer connections both ingoing and outgoing and 

uptime. 

• Specialized: Many cryptocurrencies offer special services such as VPN (Virtual 

Private Network) or data storage.  Other implementations would be 

cryptocurrencies that use masternodes in governance, specialized operations such 

as smart contract execution, or as an additional layer of security for the network.  

Masternodes are peers that have a required amount of funds that are used as 

collateral to identify the peer as a masternode.  The collateral is to discourage 

users from acting as masternodes in bad faith since the collateral is typically non-

insignificant.  These masternodes typically provide extra services beyond mining 

as previously mentioned and are incentivized because they are usually rewarded. 

     In summary, this thesis is concerned primarily with proof of work cryptocurrencies 

such as Litecoin, Bitcoin, Raptoreum and Dash. These cryptocurrencies, and many 

others, have 3 main types of network assets with Raptoreum and Dash both having 

masternodes as well.  (Masternodes are instances of full nodes that, after meeting certain 

hardware and collateral requirements, can become incentivized by providing services to 
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the rest of the network.)  They have miners, full nodes, and clients.  The full nodes have a 

full copy of the blockchain stored locally, and they manage the network consensus that 

determines which blocks are in the blockchain and which order the transactions are 

recorded in.  Miner nodes also have full, local copies of the blockchain, but their job is 

not aiding in consensus but solving blocks.  Clients would be a user’s wallet or a 

cryptocurrency exchange which don’t need a full, locally stored copy of the blockchain.   

B. Network Communications 

     Most cryptocurrencies encrypt all network communication using popular encryption 

methods such as TLS (Transport Layer Security) described in [21].  While many 

cryptocurrencies have modernized and highly efficient network communications, most 

follow the Bitcoin model laid forth by [2]: 

1) New transactions are broadcast to all nodes. 

2) Each mining node collects new transactions into a block.  

3) Each mining node works on [solving or affirming] the block [based on its means 

of proof] 

4) When a mining node finds a solution, it broadcasts the block to all nodes. 

5) Nodes accept the block only if all transactions in it are valid and not already 

spent. 

6) Nodes express their acceptance of the block by working on creating the next 

block in the chain, using the hash of the accepted block as the previous hash. 
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     A transaction is broadcast to as many nodes as possible, and each mining node that 

receives knowledge of this new transaction will try to collect it into a new block.  Then 

each mining node broadcasts their separate, individually produced blocks with the same 

new transaction to nodes on the network requesting affirmation.  Whichever mining node 

gets a correct solution first and submits their block to the network first succeeds and all 

other new blocks of the same height that are being processed by other miners, regardless 

of whether they have been solved or not, will be rejected. 

C. Event Broadcasting 

     The term “event broadcasting” generally means any message transmitted between 

peers.  All cryptocurrencies broadcast at least two types of events: transaction and block 

creation.  There are others as well, such as block reorganization, blockchain forks, and in 

some cases governance votes.  [29] describes Bitcoin’s broadcast algorithm as recursive 

flooding.  [4] describe Bitcoin’s broadcast algorithm as randomized rumor spreading. A 

peer cannot, by virtue of the software, broadcast to all other peers on the network at once. 

By default, a Bitcoin peer can only have 125 peer connections between incoming and 

outgoing connections.  This default is hard coded in bitcoin/src/net.h, line 77 in [33]. 

What this means is any given peer is connected to a subset of online and available peers 

and so data transmissions must make hops to propagate throughout the entire network.  

Hence the propagation technique [29] used, which describes valid messages being 

recursively broadcast to each successive peer’s connected subset of the entire peer-to-

peer network until all nodes are aware of the message.   
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     Decker and Wattenhofer in [4] state that peers don’t simply transmit all data at once.  

There is a sequence of communications between peers when broadcasting events as 

illustrated in Fig. 3 below replicated from [4].  The transmitting peer will send basic 

identifying information about the event such as a block hash or transaction hash and a 

timestamp.  The receiving peer will check its local copy of the blockchain to determine 

whether it has this data.  If it does, the event will simply be ignored.  If the receiving peer 

does need the data, then it will send a response communication to the transmitting peer to 

send the full data. These functions can be found in bitcoin/src/net_processing.cpp in the 

Bitcoin source code.  According to [13], the inventory function broadcasts the 

transmitting peer’s data, one of the getdata functions (based upon data in the inventory 

function) such as gettransaction or getblock will respond, and then the transmitting peer 

will send the requested data to the receiving peer. 

 
Fig. 3. Data propagation sequence from peer to peer as seen in [4]. 
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D. Synchronization 

     Cryptocurrencies are a protocol describing data and a peer-to-peer network which 

generates and shares that data.  As such, synchronization does not start with the peer-to-

peer network, and its delayed propagation issues and replication inconsistencies, but 

instead with the data itself.  Transactions are the basis for all synchronization within 

cryptocurrencies, as they are the smallest and most atomic unit of data and the vehicle by 

which users can transmit value within the blockchain.  Transactions synchronize 

ownership of coins in two ways: who and in what order.  Transactions also contain data 

concerning the splitting of value into outputs that will in turn be used as inputs in later 

transactions.   

     Next in the synchronization ladder there are blocks, which organize and encapsulate 

groups of transactions.  Blocks help in synchronization by grouping transactions, being 

witnessed by, and propagated through peers on the network and ultimately provide a 

detailed chronological timeline when they are added to the blockchain. The matter of 

synchronization is an inherently difficult one with cryptocurrencies given their replicated 

and distributed nature.  [35] showed that the higher the median block propagation time, 

the more likely blocks are to be orphaned.  Orphaned blocks are those valid blocks that 

are produced and added to the blockchain to then be discarded in favor of another block. 

Each peer has either a full or partial copy of the blockchain that includes transactions, 

blocks, the blockchain itself, and any other data that exists within it.  Disputes arise 

naturally concerning validity of transactions, blocks and even forks of the blockchains.  
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Disputes, both natural and engineered (maliciously or otherwise), are resolved through 

consensus. 

E. Network Consensus 

     There is a fine yet necessary line that separates synchronization from consensus.  Both 

synchronization and consensus have a networking aspect to their definitions and in 

practice, both deal with data propagation, and both are concerned with data validity.  

However, the sliver of difference between the two is consistency.  Synchronization is 

concerned with consistency between all copies of the blockchain.  Cryptocurrencies strive 

to, by design, maintain a singular history of the blockchain that all users of the network 

have.  The peer-to-peer network strives to propagate all valid transactions and blocks to 

all peers on the network as quickly as possible and to disregard invalid transactions and 

blocks. Consensus on the other hand, is almost singularly concerned with which history 

of the blockchain is the most valid and most correct. 

     Due to the nature of distributed systems, data propagation through a peer-to-peer 

network, and the ever-present amount of entropy related to an unlimited number of users 

causing an unlimited amount of data to be shared across the network, there exists the 

possibility of alternate blockchains on the same network.  These alternate blockchains are 

called forks whenever there is more than one on the network, and at any given time it is 

possible to have to multiple existing in any cryptocurrency that uses proof of work as a 

consensus mechanism.  Blockchain forks and how they are resolved will be covered later 

in this thesis at length, as this mechanism is what is abused to execute a double-spending 
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attack.  For now, it is sufficient to know that in addition to every user on the network 

having access to the same data, there is also a separate need to make sure the same 

history of data is being maintained as the correct blockchain. 

F. Public Record 

     One of the  most intentional design features of Bitcoin from [2] was that the ledger be 

published and freely available to all who want it for whatever reason.  In cryptocurrency, 

ledger is a synonym for blockchain.  A ledger in the classic sense is a list of financial 

transactions that either debit or credit an amount of money, usually recorded in a book.  

While the idea of identity is abstracted away with private keys, public keys, and the 

addresses they generate to represent an owner in cryptocurrency, the ledger in which that 

owner transacts is public.  Any entity at any time, whether they be a government or 

individual, user or interested third party, can validate transactions, blocks, blockchain 

forks, the peer-to-peer network, and many other interesting and relevant characteristics of 

the blockchain.  This is a major component of cryptocurrencies that makes it a trustless 

system. This thesis will now discuss cryptocurrency mining, as well as discuss expected 

consequences that arise from distributed implementations of mining.
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III. MINING 

A. Hashes 

     A cryptographic hash, also known as a signature, is a non-reversible output for a given 

input. For many proof of work cryptocurrencies, primarily transactions and blocks, are 

hashed for proof of immutability.  In some cryptocurrencies, hashes may also be 

produced for specific message signing.  In the context of mining, only the block hashes 

are of importance. There are several generally used inputs used when calculating a 

block’s hash [9]: 

1) Information about the proposed block such as: 

a. Timestamp 

b. Header information 

c. Transaction information 

d. Software version information 

2) Previous block’s hash 

3) A nonce 

a. The nonce, known also as a “number used only once,” is the only variable 

input.   

Information about the proposed block is to ensure immutability to the timestamp and all 

data contained within the block.  The previous block’s hash is to preserve the 
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chronological order of blocks and their contained transactions being submitted to and 

accepted by the network.   

B. Difficulty 

     Difficulty is a term used to express how computationally expensive it is to discover a 

block’s hash.  In most cryptocurrency software, difficulty is dynamically determined by 

the software based on a few factors such as block timing, current total network hashrate 

and average network hashrate [14].  According to [2], difficulty is adjusted to compensate 

for changes in hashrate over time.  Block time is the average expected frequency of 

block’s hashes to be solved and then added to the blockchain.  At the time of this thesis, 

Bitcoin’s block time is 10 minutes.  Block time, to the best of this thesis’ research, is to 

provide a baseline for predicting blocks and therefore enabling the network to adjust 

difficulty to meet that prediction within a margin of error.  Block time seems to be 

arbitrary, though different cryptocurrencies state different reasons for their block times.  

[4] speculated that it takes 12.6 seconds on average for a message to be propagated across 

the peer-to-peer network based on Nakamoto’s [2] best effort recursive flooding 

propagation algorithm.  For this reason, Ethereum’s developers chose a block time of 12 

seconds [16] before that cryptocurrency transitioned away from proof of work to another 

consensus mechanism called proof of stake.   

     In most proof of work cryptocurrencies, the difficulty is adjusted by requiring a 

specified number of leading zeroes in the proposed block’s hash, known as a target [14].  

The difficulty target is said to be lowering if the number of zeroes increases, and raising 
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if the number of zeroes decreases from the previous blocks.  The difficulty target raising 

or lowering is describing the subset of hashes that matches the required number of zeroes.  

If the difficulty target is lowering, meaning the number of required leading zeroes has 

increased, this means the set of valid hash outputs has been lowered.  The opposite is true 

for a raised difficulty target, since less leading zeroes allows for that many more valid 

hash outputs.  Take for example a made-up hashing algorithm that outputs a hash of the 

following form: 

• Length of five characters 

• Numeric characters only [0-9] 

The set of hash outputs for this algorithm is limited to 10^5 members, {00000, 00001, 

00002,…,99997, 99998, 99999}.  That’s a total of 100,000 distinct hash outputs.  If the 

difficulty target were to be lowered to two leading zeroes, then the hash output would be 

of the form 00###.  That would mean the set of all possible hash outputs would be 

lowered from 10^5 to 10^3 (10^5/10^2), in effect artificially limiting the number of hash 

outputs that would be acceptable for the current block’s difficulty.  This also means that 

if the previous block hash and various data from the proposed block can’t change and the 

hash inputs were limited to those invariable inputs, then the hash output would invariably 

be the same and may or may not fit the difficulty target.  So, then a variable, called a 

nonce, is introduced to adjust the inputs to achieve the target difficulty.  Proof of work 

coins tend to iterate through nonce input sets, some auto incrementing and others using 

algorithms to try to predict the correct input.  The faster the hardware/more hardware 
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working, the more likely the correct nonce will be found quickly.  For more information 

on difficulty, how it’s calculated for Bitcoin and other cryptocurrencies, and how to 

calculate probabilities of finding a solution and timing it based on network hashrate, 

please refer to [14]. 

C. Proof of Work 

     According to [2] and [8], proof-of-work is a solution implemented together with a 

peer-to-peer network in order to protect against double-spending threats.  The problem 

being solved is: within a distributed system that has no central authority and thus needs to 

self-police, how can a payee confidently release goods or services trusting that funds 

transmitted are irreversible and haven’t already been spent elsewhere? 

1) Make the network’s transaction history public. 

2) Use a sufficiently irreversible hashing algorithm to provide a unique signature 

that incorporates all transactions, their containing blocks, and the most previous 

block within the blockchain. 

3) Force the responsibility of executing the hashing algorithm onto the entire 

network. 

4) Incentivize the network to execute the hashing algorithm with a reward for the 

first peer to provide a correct output.  

Every transaction should be easily verifiable, and according to [2] any user reconnecting 

or connecting to the network for the first time should have unquestionable access to the 

blockchain and all its contents from the origin block up until the most recently accepted 
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block. Additionally, block contents need to be trustless and irreversible. That is, any 

change to an amount, a sender address, a transaction time stamp, or any other information 

contained in the blockchain should cause an easily detectable invalidity of information 

propagated from peer to peer.  Consider a blockchain of length 100. If a change was 

made to block #2, then blocks 3-100 would have to be rehashed. This is due to the 

provenance provided by incorporating the hash of the previous block into the next 

block’s hash. 

     To account for lack of central authority, the responsibility to perform execution of this 

hashing algorithm is forced onto the network itself.  The peer-to-peer network itself must 

group transactions into blocks (make blocks), and then submit these proposed blocks to 

the rest of the network.  The first miner to both find the correct hash for that block and 

submit the block to the network is the miner that will win the incentive, known as a block 

reward. Block rewards will be discussed at length in a few sections.   

     Proof of work, as a concept, is self-policing because it provides a way for the majority 

to determine what is most valid and most correct.  Ensuring that the majority is 

comprised of peers acting in good faith is why proof of work is incentivized.  The 

majority is empowered to determine what data is most correct via hash power.  The 

network has a total hashing power of 100%.  Statistically speaking, the portion of the 

network that controls the majority of the hashing power will find solutions to blocks more 

quickly than the rest of the network.  For example, consider a peer-to-peer network in 

which there are only two miners. The first miner has 60% of the hashpower, and the other 
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miner controls the remaining 40% of hashpower.  The miner with less power may, 

through the effects of entropy, find a block hash first before the other miner, but most of 

the time the miner with the most hash power will find the correct block hash first and 

thusly determine the correct blocks and the longest blockchain. This example extends 

directly to any partitioning of network hashrate between honest miners and any other 

group of miners.  So long as the honest miners on the network control most of the 

hashing power, they should find block hashes the fastest, add blocks to the blockchain 

more frequently, and by doing so maintain the honest blockchain as the longest 

blockchain. 

D. Blockchain Soft Forks 

     The peer-to-peer network is distributed, that is peers are not in the same physical 

location, geographical region or controlled by the same entity. As such, there are 

multiple, unavoidable delaying factors that affect data propagation. This includes network 

and software delays. It is not practical for any single node to connect to every other node 

in the network.  Thus, recursive flooding and other data propagation techniques are used 

to notify the entire peer-to-peer network.  However, this takes time to transmit data 

between peers, even if only a few milliseconds in-between network hops.  As for 

software delays, it takes time for a peer to process transmitted data.  Furthermore, there is 

often a need for a data-receiving peer to send getdata requests to the data-transmitting 

peer and so there is some delay within the software ingesting and handling data it 

receives.  Some obscure cases cause delays and subnetworks to be cut off due to 
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geographical or other difficulties.  For example, nodes that are located within the same 

country, should international internet connections be lost for some period, the nodes 

within that country who are still connected to one another will form their own network 

and not be able to update to most peers until international connectivity is restored. 

     It is because of these delays, both typical and atypical, that multiple, valid, 

blockchains can appear within the same peer-to-peer network.  Consider Fig. 4 below, 

where a single, main blockchain exists in a peer-to-peer network.  There are a total of 103 

blocks that have been produced and appended to the blockchain.   

 
Fig. 4. Current longest blockchain on the network. 

Miners can simultaneously produce blocks.  The proposed blocks would all be numbered 

104 and reference the current blockchain’s latest block, 103. Observe in Fig. 5 that two 

different miners have each proposed a different block 104 at roughly the same time.  

These different versions will differ by time stamp, and likely differ by transactions 

contained in each.   

 
Fig. 5. Any subset of miners can propose a block simultaneously. 
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Since both blocks are valid, there are now two blockchain forks that exist simultaneously 

on the network.  Fig. 6 below illustrates this forked state. 

 
Fig. 6. The first two blockchains can be represented by the third, where there exists a common ancestor between two 

valid blocks of the same height. 

Most proof of work cryptocurrencies resolve forks by using the longest chain consensus 

which relies on two factors: 

1) Block height 

a. The total number of blocks in an individual fork 

2) Chain work 

a. The total sum of hashing algorithm cycles used to produce each block in 

an individual fork. Higher chain work implies that a larger portion of the 

network hashrate has been used for longer to solve hashes for the 

blockchain. This is a determining factor for consensus because it should be 
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affected by majority rule,  and game theory through incentivized mining 

by the network. 

Blockchain reorganization and fork resolution will be discussed in greater detail in  

Ch. IV, Section C, Subsection 7) Experimentation. A note to the reader: the concept of 

soft forks is central to this thesis’ experiment and as such is important to understand to 

fully understand the experimentation results, implications, and limitations. 

E. Mining Software 

     Mining software is code used to implement specialized or high-powered hardware to 

execute as many hash functions as possible in the shortest possible time. Proof of work 

cryptocurrencies each implement their mining software differently, and even some third-

party software developers write custom mining software.  Regardless, for most proof of 

work cryptocurrencies, the mining software will execute the project developers-supplied 

core as a daemon that runs a full node that connects to the peer-to-peer network. 

According to [20], a daemon is “service process that runs in the background and 

supervises the system or provides functionality to other processes.”  In this case, the peer 

software is being run in a headless state (that is without any user interface components 

such as a dialog or system tray icon), listening on specific ports, and is both a server and 

a client to other peers in the network. 

     The mining software will look for transaction broadcasts, put them into a proposed 

block, use the current difficulty as prescribed by the network, and then themselves try to 

solve the block hash.  More common is for mining to be operated as a pool [17].  That is 
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when a user or entity maintains an internet-facing server that is running mining pool 

software.  This server will accept incoming connections from other miners, usually 

smaller, that are also running mining software just not a full node, only a mining client.  

As blocks are proposed and broadcasted to the miners on the network, the mining 

software will delegate sets or ranges of nonces to use in order to try to solve the block 

hash amongst all connected miners.  If any of the miners find a block hash, then the block 

reward is split between all connected miners according to their contributions for that 

specific block.  For example, Miner1, Miner2, and Miner3 all connect to the same mining 

pool.  Of the mining pool’s total hashrate, Miner1 and Miner2 each have 25%, and 

Miner3 has 50% for a total of 100%.  If the mining pool can find a block, the mining 

rewards are split in proportion to the number of hashes each miner contributed.  If the 

mining reward were 100 coins, then Miner1 and Miner2 would receive 25 coins, and 

Miner3 would receive 50 coins.  The mining pool software would pay for itself by taking 

1-5% of the block reward and then the rest would be distributed to the contributing 

miners according to their contributions for that specific block.  

     Most if not all proof of work coins run a daemon of the developer-provided core 

software regardless of whether it's a mining pool or a solo mining and regardless of the 

hardware being run (unless of course they are a miner connecting to the pool software). 

While the network architecture with pool mining varies, there's still a full node the pool 

software or solo miner must have, which necessitates that the mining software is either 

the vanilla developer-provided core or third-party software that complies with the 
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network's protocol (basically third-party software wrapped around the core, vanilla 

software).  

F. Mining Hardware 

     There are 5 primary types of hardware that are used for mining in proof of work 

cryptocurrencies: 

1) ASIC: Application-Specific Integrated Circuit 

2) FPGA: Field-Programmable Gate Array 

3) CPU: Central Processing Unit 

4) GPU: Graphics Processing Unit 

5) Storage Devices (Long term storage devices such as HDD, SSD, USB Drive) 

The type of hardware used is dependent on several factors such as how well it 

performs the given hashing algorithm, hash density, consumer access, and cost. For 

example, Litecoin (LTC) is a proof of work coin that uses the hashing algorithm called 

Scrypt.  An AMD Ryzen 9 5950X CPU can perform approximately 96 Kh/s (kilo hashes 

per second) [this performance was acquired during the experiment) whereas the Bitmain 

Antminer L7 ASIC can perform 9500 Mh/s (mega hashes per second) according to [19].  

That is 96000 h/s compared to 8500000000 h/s from the ASIC.  Thus, most miners who 

mine Litecoin use ASICs since they are much more powerful.  Another example would 

be the algorithm Ethash (also called Dagger Hashimoto) used by Ethereum Classic (ETC) 

and other various proof of work cryptocurrencies.  Both ASICS and GPUs are efficient at 

performing Ethash calculations and both are widely used.  However, the cost of a GPU is 
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$250-2000 whereas an ASIC would cost between $2500-70000 [18]. A final example is 

the algorithm called Ghostrider, which is used by the Raptoreum (RTM) [38] proof of 

work cryptocurrency.  Ghostrider was built specifically to prevent high-powered ASICs 

and FPGAs from mining and instead favors CPUs. 

     Availability, cost, and hash density are also major factors in determining which 

hardware is used. The previously discussed Ethash algorithm favors both ASICs and 

GPUs, however not everyone has tens of thousands of dollars to spend on highly 

specialized hardware, so many people instead decide to purchase GPUs to mine coins that 

use Ethash.  Also, ASICs are often unavailable for immediate purchase and shipment and 

instead are on backorder.  Hash density is also another choice that causes miners to 

purchase certain hardware.   

     Consider Ghostrider [37], a hashing algorithm that heavily favors CPUs, but that 

GPUs can also mine.  CPUs execute hashes of Ghostrider more quickly the more L3 

cache a CPU has, so AMD CPUs tend to outperform Intel CPUs by several magnitudes.  

Also, while GPUs can mine Ghostrider they are incredibly inefficient given how many 

watts they consume to perform so few hashes, so miners tend not to use GPUs unless that 

is all they have on hand, have low electricity costs, and have nothing more profitable to 

mine with their GPUs. There are less proof of work cryptocurrencies that use storage as a 

means to provide hash outputs.  Coins like Chia (XCH), Chives (XCC), and BitcoinHD 

(BHD) are a few that use algorithms that are hashed with long term storage devices. 
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G. Block Reward 

     Miners mine because there is a block reward.  That is, with most proof of work 

cryptocurrencies there is a special transaction at the beginning of each block that 

indicates a coin minting event often called a coinbase transaction.  Whichever miner both 

A) finds a correct hash for the proposed block, B) submits their solution to the network 

first, and C) has their block added to the longest blockchain is rewarded with the block 

reward.  Aside from the much smaller population of miners who have personal reasons to 

support the cryptocurrency they’re mining; most miners purchase hardware and support 

cryptocurrencies through mining for financial incentive. 

     Many online exchanges such as Coinbase and Coinex allow miners and anyone else to 

trade their coins for fiat currency.  After time and enough mining rewards, miners can 

pay their mining hardware costs and electricity costs if the cryptocurrencies they are 

mining are profitable.  Whenever demand for cryptocurrency is up and the investment 

market is bullish or hopeful, miners can do very well trading their mining rewards for fiat 

to cover costs and to make a profit.  When cryptocurrency demand is in a bear market, or 

electricity costs are too high and cause miners to mine at a loss, most miners will turn off 

their hardware until profitability increases.   

     There is a smaller subset of miners who mine regardless of the market state or 

electricity costs.  There is yet a smaller subset of miners who speculatively mine.  That is, 

some miners scour and search for newer or unreleased cryptocurrencies that don’t have 

much hash power.  When they can mine with all of their mining hardware on a 
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cryptocurrency with a small network, miners usually win the vast majority of block 

rewards while they are mining those coins.  Miners do this in hopes that one day the coin 

will be worth selling, even though while they’re actively mining the coins there is either 

not a market for the coin or the coin is worth very little per unit.  

     This concludes the introduction chapters of this thesis that hopefully provided the 

reader with enough basic information, and now the experimentation will immediately 

follow.  The concepts of transaction inputs, soft forks, and hashrate are important to 

understand to fully appreciate the experiment , its results, and its implications.
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IV. EXPERIMENTATION 

     This chapter will detail the experimentation phase of this thesis.  Chapter A 

Environment Setup will cover the setup of the experiment including hardware, software, 

deployment methods, and other essential information should the reader wish to reproduce 

the experiments.  Chapters B & C will recount two experiments conducted, the goals of 

which were to force a reorganization event on the peer-to-peer network that would force 

the honest network to adopt the attacker’s soft fork which contains a transaction that 

double-spent the same transaction inputs as a transaction on the honest network.  The first 

experiment was successful in forcing a block reorganization event, but failed to double-

spend a transaction.  The second experiment fully succeeded in both forcing the honest 

network to adopt the attacker’s soft fork and double spending a transaction that caused 

the honest transaction to be orphaned. 

A. Environment Setup 

     This experiment utilized a private fork of Litecoin 0.18.  The instances of the wallet 

daemon were deployed on on-site hardware with Linux Ubuntu 16.04.  Distribution of 

wallet daemon software was handled with Docker containers. 

1) Network Setup: This experiment required a downscaled peer-to-peer network. It  

consisted of seven unique entities, of which four were physical computers, one was a 

router, and two were virtual machines run from a computer not on the peer-to-peer 
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network. The router connected the VM’s host to the four physical computers.  One of the 

VMs acted as a blockchain observer to query network status and values. The physical 

computers and the other VM acted as the cryptocurrency network asset, as shown in Fig. 

7. One of the five was client-only software that was neither a full node nor a miner.  The 

other four physical machines were all full nodes, and two were formally miners. 

 
Fig. 7. Initial network architecture for experimentation. 

2) Choice of Cryptocurrency: This experiment required a proof of work  

cryptocurrency that was open source. This thesis researched several candidate projects 

and several release versions within each candidate including Raptoreum, Dash, Bitcoin, 

Litecoin and Ethereum.  This thesis determined that an early version of either Litecoin or 

Bitcoin would be best for the following reasons: 

• Litecoin forked Bitcoin occurred very early on so the code bases would be very 

similar and thusly easier to understand and evaluate. 
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• At the time of Litecoin's fork of Bitcoin, the only differences were the 

name, some marketing material assets such as images of the Litecoin logo, 

block time and the hashing algorithm used. 

• This thesis’ research was based on Bitcoin and other proof of work 

cryptocurrencies that were forks of Bitcoin. 

• This would be advantageous due to acquired domain knowledge. 

• There were less features earlier on in Litecoin and Bitcoin 

• Security and otherwise, features were less numerous in the beginning.  

There were many features that supported scaling, data retrieval, efficiency 

and blockchain formatting that would have drastically increased the time it 

would have taken this thesis to make the fork operational. 

• Earlier versions of Litecoin and Bitcoin are heavily documented.  

• Tutorials, explanations, and other forms of documentation are plentiful 

and well preserved. 

The final choice was Litecoin version 0.18 due to previously stated reasoning.  The name 

of this forked version of Litecoin was called Testcoin [32].  

3) Experiment Software: As the fork of Litecoin used is relatively dated, so are its  

host requirements. The host software used was Linux Ubuntu 16.04 LTS. Each of the 

physical machines in the peer-to-peer network were formatted and flashed with this 

version of Ubuntu, as well as the Wallet Client VM.  The Query Blockchain VM used 

Linux Ubuntu 20.04 LTS, though this choice was arbitrary and made mostly because of 
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the software development dependencies that come preloaded as well as the same 

operating system as the other network assets would make for less disruptions during 

experimentation.  The forked cryptocurrency software was built and distributed using 

Docker containers.  Docker is a technology that virtualizes operating systems, as opposed 

to virtual machines that virtualize hardware.  The basic unit of docker, the container, is an 

encapsulated operating system that can be used to install all dependencies and then 

deployed to any operating system that can run Docker. This was a premeditated choice 

due to experience building the fork for the first time, which was tedious, difficult, and 

had many configurable settings that needed to be reset each time a rebuild was required.  

Rapid updates to network peers were possible and the starting, stopping and modification 

of running peer instances became trivial tasks controllable from the Query Blockchain 

VM. 

4) Experiment Hardware: The following hardware was used for the indicated  

network assets. 

• RPC1 

• CPU: Intel Core i7-5820K @ 3.30GHz 

• MOBO: MSI X99S SLI PLUS 

• RAM: 2X4 GB DDR4 2133 MHz  

• GPU: Nvidia GeForce GT 520 

• RPC2 

• CPU: Intel Core i5-9600K @ 3.70 GHz 
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• MOBO: MSI Z390-A Pro 

• RAM: 4 GB DDR4 2133 MHz 

• GPU: MSI GeForce RTX 3070 

• Miner1 

• CPU: AMD Ryzen 9 5950X 

• MOBO: ASUS Pro WS X570-ACE 

• RAM: 2X8 GB DDR4 3200 MHz 

• GPU: Nvidia GeForce GT 710 

• Miner2 

• CPU: AMD Ryzen 5 1600X  

• MOBO: MSI B450M PRO-M2 MAX 

• RAM: 2X8 GB DDR4 3200 MHz 

• GPU: Zotac GeForce RTX 3070 

Given the total network hashrate of 100%, Miner1 accounted for 96% and Miner2 

accounted for 4%. With this disparity, Miner1 played the role of attacker as it controlled 

51% or more of the network’s hash power.  

5) Wallet Creation: Upon installation of the operating system and Docker container,  

the instance of Testcoin software in each Docker container was manually started as a 

daemon.  After the Testcoin instance was started, a command was issued for the daemon 

to erase any current wallet data and to initialize a new wallet.  This would ensure that 
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each Docker container had its own wallet and there was no overlap of funds ownership 

between the nodes.  This made tracking transactions across wallets simpler, such that the 

payee address corresponded to the wallet belonging to a different Testcoin daemon than 

the sender address. 

B. Experiment I 

     The goal of this experiment was to attempt to overwrite transaction history on the 

blockchain by causing a block reorganization event.  This attack was ultimately 

unsuccessful at overwriting user-to-user transactions but was successful in overwriting 

minting transactions via block rewards.  As illustrated in Fig. 8, the attacker would 

attempt to overwrite a user-to-user transaction that was transmitted on the honest network 

while it was disconnected.  Upon reconnecting the attacker after it had produced a longer 

blockchain, the theory being tested was whether or not the honest transaction that was 

sent would be orphaned or not. According to [36] a transaction is orphaned when inputs 

are not in the peer’s mempool or local copy of the blockchain. 
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Fig. 8. Sequence diagram depicting initial experiment for experiment. 

1) Order of Attack: The order of operations for this attack listed below are illustrated 

in Fig. 8 above:  

1) The first step was to, while all peers were interconnected, submit a transaction, 

TxA, from Miner1 to Wallet Client.  
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2) The second step was to allow TxA to mature by allowing the minimum number of 

confirmations to accumulate.  This second step simulates a payee being satisfied 

that their payment was successfully recorded in the blockchain at which time they 

would release the goods or service being paid for.   

3) The third step was to remove Miner1 from the network.   

4) The fourth step was to send a second transaction, TxB, from Wallet Client to 

Miner2.   

5) The fifth step was to allow TxB to mature.   

6) The sixth step was to leave Miner1 disconnected until it had mined enough blocks 

beyond what the honest network had mined.   

7) The seventh step was to reconnect Miner1 to the rest of the network and monitor 

address balances, block reorganizations, and any orphaned transactions.   

2) Findings: This experiment failed to overwrite the user-to-user transaction history 

of the honest network. During a block reorganization event, the peer software will orphan 

blocks.  That is, the block will be disconnected from the blockchain and discarded, and 

the only evidence that the block ever existed is in log files.  While the block itself is 

orphaned, the transactions contained are not so long as there are no previous uses of the 

inputs on the new blockchain. The experiment was fundamentally flawed because the 

same transactions were not being used on both the attacker and honest networks.  Neither 

TxA nor TxB (see Fig. 8 above) were orphaned due to rebroadcasting of the transactions. 
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     This thesis was able to determine that transaction rebroadcasting was an issue by 

examining the mempool. The memory pool, or mempool as it’s called in Testcoin and by 

extension Litecoin software, is where queues of transactions are stored before being 

added to blocks on the blockchain. Mempool’s storage of transactions is persistent until 

the transaction is added to a block that is on the blockchain.  TxA and TxB were being 

rebroadcast to every node on the network after the block reorganization event, and thusly 

it was impossible to overwrite those transactions due to their distributed persistence in the 

mempools of various nodes. In Fig. 8-11 contain printouts of the Testcoin wallet 

software’s console.  In Fig. 8 and 9, the before and after details of TxA can be observed.  

Note that while the time, timereceived, and details sections have remained the same, the 

blockhash and blocktime sections have not.  This is because the blockhash value in Fig. 9 

belonged to an orphaned block, and the blockhash in Fig. 10 was the next block hashed 

after the reorganization event occurred. 

 
Fig. 9. Console output from Wallet Client of TxA before reconnecting attacker. 
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Fig. 10. Console output from Wallet Client of TxA after reconnecting attacker. 

     In Fig. 11 and 12, the blocks containing TxA can be observed.  In Fig. 11, block at 

height 16756 contained TxA, whereas in Fig. 12 block at height 16770 contained TxA.  

This is evidence of the reorganization event orphaning block 16756 and replacing it with 

the attacker’s version of that block that didn’t contain TxA.  However, due to 

rebroadcasting to the mempools TxA was not lost and was instead included in the first 

block that was hashed after the reorganization event. 

 
Fig. 11. Console output from Wallet Client of block containing TxA before reconnecting attacker. 
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Fig. 12. Console output from Wallet Client of block containing TxA after reconnecting attacker. 

     The third problem was mining timeout due to connectivity.  Testcoin peers and many 

other cryptocurrencies keep a collection of connected peers that are verified and updated 

periodically.  That is, the software will examine each peer in its collection and attempt to 

send and receive data.  If the attempt is unsuccessful, a log event will be recorded.  These 

attempts to connect occur periodically. After several failed attempts to connect to peers in 

its collection, the software will remove that node from its collection.  This is important to 

note because the software will only mine as long as it has at least a non-empty collection 

of connected peers.  This was a problem in this experiment for a few reasons.  The first 

reason was the attacker was separated from every other peer while it was disconnected.  

This can be observed in Fig. 13. 
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Fig. 13. Seperation of network assets after attacker disconnected from peer-to-peer network during initial experiment. 

     The second reason this was a problem is there was a time limit on how long the 

attacker could mine while disconnected.  During several attempts to execute this 

experiment, the miner would stop mining before producing a longer blockchain than the 

honest network.  An attacker could theoretically remain unconnected indefinitely (or at 

least until a major update for the peer software is released) and overwrite any honest 

blocks that were produced during that time.  The attacker would need to be permitted to 

remain disconnected as long as required to out-hash the honest network. 
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3) Progress Achieved: While there were many issues with this experiment, it also  

bore fruit. The fact that a reorganization event was not only possible but somewhat trivial 

to reproduce using this experiment was a major success.  If the attacker cannot force the 

honest network to accept its blockchain, then the double-spending attack will not be 

successful as whatever transaction the honest network has recorded will be kept.  

Secondly, the minting transactions were overwritten. With the attacker off the network, 

Miner2 and Wallet Client were being awarded mining rewards for solving blocks.  

However, when Miner1 (attacker) was reconnected to the network the mining rewards for 

orphaned blocks were removed from the honest miners and instead awarded to Miner1.  

Fig. 14 shows the transaction list of Wallet Client before the block reorganization event.  

All transactions with “Mined” in the third column and between 19:33-19:46 are mining 

reward transactions. The red clock icon to the left of each indicates that the transactions 

are still being confirmed by the network and cannot be spent yet, though they are still 

valid. 



48 

 

 
Fig. 14. Output from Wallet Client software showing mining rewards transactions as valid and being confirmed by 

network. 

In Fig. 15, those same mining reward transactions between 19:33 and 19:46 have been 

voided after the attacker was reconnected and the block reorganization event occurred.  

Also, note that the transaction submitted at 19:39 (TxA) was reordered after it was 

orphaned from block 16756 and readded to the blockchain at block 16770, which was a 

higher block height than the original mining rewards. 

 
Fig. 15. Output from Wallet Client software showing mining reward transactions being invalid. 
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C. Experiment II 

     This experiment was an improvement on the previous iteration.  Changes were made 

to the experiment with the limitations encountered in mind. 

1) Order of Attack: The order of operations, illustrated in Fig. 16, for this attack 

were as follows:  

1) Disconnect attacker subnetwork; 

2) Send TxA on attacker subnetwork from Miner1 to RPC3; 

3) Send TxB on honest network from Wallet Client to Miner2; 

4) Wait for attacker blockchain to be longer than honest blockchain; 

5) Reconnect attacker subnetwork to honest network; 

6) Monitor address balances, block reorganizations, and any orphaned transactions. 
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Fig. 16. Sequence diagram depicting revised experiment procedure after initial limitations. 

2) Network Architecture Change: To counteract the mining timeout due to lack of  

network connectivity, RPC3 was created and installed on the same hardware as Miner1. 

When the physical CAT cable was removed from the motherboard, Miner1 and RPC3 

would still be able to communicate and act as a network.  This was accomplished by 

deploying another Docker container copied from RPC2 and adjusted to be a unique peer 

called RPC3.  Additionally, this required some networking consideration. Miner1 was 
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exposed on the default network interface IP and ports. This change can be observed in 

Fig. 17. 

 
Fig. 17. Network architecture revision, adding a peer called RPC3 to the hardware running the attacker, Miner1. 

     RPC3, however, was only exposed to Miner1 on the Docker default network interface 

bridge.  RPC3 was always exposed to Miner1 although no other peer on the network 

could connect to it. Certain ports are hardcoded in the Testcoin software that instructs 

peers which ports to broadcast themselves on for test and production. Because of this, it 

was difficult to expose both Miner1 and RPC3 to the rest of the network.  An attempt was 

made to create another network interface on the host OS; however, it was an unsuccessful 

one.  As such, this closed loop between Miner1 and RPC3 was created to account for this 

issue. In Fig. 18, the attacker subnetwork is illustrated as being a loop so that Miner1 

would have as much time as required to out-hash the honest network. 
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Fig. 18. Seperation of network assets after attacker disconnected from peer-to-peer network revised. 

     This created a sub-network within the overall peer-to-peer network that would ensure 

Miner1 would continue mining regardless of how long it was disconnected from the 

honest network. The connection between Miner1 and RPC3 can be described as a sub-

network of the peer-to-peer group comprising Testcoin. To address the inputs issue that 

was also allowing transactions to be rebroadcast, two copies of the same wallet were 

installed.  That is, when a Testcoin daemon (and most other cryptocurrency wallet 

software) initializes a wallet, it creates a private key/seed file from which all keys and 

addresses are generated. Miner1 was reinitialized, and then the private key/seed file was 

copied to Wallet Client. In effect, both Miner1 and Wallet Client were the same funds 
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owner, and each could make transactions that would directly impact the other’s ability to 

do so. 

3) Disconnect Attacker Sub-Network: The first step in this experiment was to  

remove the attacker sub-network from Testcoin peer-to-peer network. This will 

accomplish some objectives: 

• The attacker can begin hashing a blockchain fork that will certainly be longer than 

the honest network’s blockchain. 

• When two or more blocks have the same block height, forking the block 

chain. Typically occurs when two or more miners find blocks at nearly the 

same time. Can also happen as part of an attack according to [10]. 

• The attacker can send a transaction on its subnetwork without the rest of the 

network discovering the transaction until it is reconnected. 

4) Double-spend on Attacker Network: Immediately after disconnecting the attacker  

sub-network, a transaction, TxA, was sent on the honest network from Miner1 to itself. 

This was accomplished by sending funds to an address that Miner1 owns. The hash for 

TxA was 44a13080d7ac089a5dcc062af75b77e1537c1135141e95dc36d2795c104d2007. 

This transaction can be shortened to Tx44a for brevity. 

5) Send Transaction on Honest Network: Immediately after submitting TxA on the  

attacker sub-network, TxB was submitted on the honest network from Wallet Client to 

Miner2 using at least one of the same inputs as Tx44a. The hash for TxB was 
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8b81f320313f04685c88fff8c9ab82bc9cf7ffbf11d9676fa4355a63e35c590f. This 

transaction can be shortened to Tx8b8 for brevity. 

6) Increasing Hashpower on Honest Network: An unforeseen issue was that  

difficulty had not adjusted quickly enough to accommodate the massive reduction in 

hashpower from the honest network when the attacker sub-network was disconnected.  

While the attacker was still generating enough hashpower to generate blocks 

approximately on-schedule, the honest network was struggling greatly.  As a reminder, 

Miner2 only had 4% of the network hashrate.  As such, RPC1 and RPC2 were forced to 

mine to approximately triple the hashpower of the honest network. In effect, this 

temporary bump in hashrate increased the honest network’s share of the original hashrate 

from 4% to 12%.  This became an issue because TxA could not get confirmation.  To 

ensure this experiment’s success, the honest transaction needed to be confirmed to 

simulate a payee being confident enough to release goods or services.  As soon as the 

requisite confirmations were attained, RPC1 and RPC2 had their mining turned off and 

they returned to simple peers. 

7) Reconnect Attacker: Between Tx8b8 and Tx44a, each has 151 inputs.  Of those  

151 inputs for each transaction, ninety-six were shared. The log file entry for Wallet 

Client creating Tx8b8 can be observed in Fig. 19. 



55 

 

 
Fig. 19. Wallet Client log file excerpt of Tx8b8 inputs.  Line numbers are to the left and dashed line indicates remove 

of text for brevity. 

Upon reconnecting the attacker sub-network to the honest network, the peers begin to 

communicate block height (number of blocks) and block hashes for each block.  When 

the network finds a difference between the honest blockchain and attacker blockchain, it 

begins to compare blockchains to determine which one is most valid/correct.  The 

software considers two variables: block height and chainwork.  Chainwork is the 

cumulative number of hashes it took the network to solve each block.  For example, 
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consider the same block height of two competing blockchains, one produced by Miner1 

and the other by Miner2.  If Miner1 solved the block hash with 1000 hash cycles and 

Miner2 solved the block hash in 10000 block cycles, then Miner2 would have more 

chainwork for that block.   

     When the software is comparing blockchains, it is both comparing the total sum of all 

hash cycles for each block in each blockchain as well as the number of blocks in each 

blockchain. In the case of this experiment, the attacker network mined an additional 79 

blocks (block height = 353) which can be observed in Fig. 20, and the honest network 

mined an additional 11 blocks (block height 274), which can be observed in Fig. 21, after 

the attacker was disconnected from the network. The chainwork for the attacker network 

was approximately 371201680 cycles and the chainwork for the honest network was 

approximately 299897239 cycles. So not only was the attacker at a higher block height 

but also had significantly more chainwork completed.  As such, the attacker’s blockchain 

was considered the valid fork and adopted by the blockchain.  

 
Fig. 20. Last block mined by attacker network before reconnecting to honest network. 

 
Fig. 21. Last block mined by honest network before reconnecting attacker network. 

The chainwork values were calculated by inverting the log function pictured in Fig. 22 

below.   
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Fig. 22. Code snippet of calculating convenient chainwork representation, from the function SetBestChain() in 

main.cpp. 

The variable called “nBestChainWork” is the total cycles for the current blockchain.  In 

the codebase for Testcoin, the most valid blockchain fork is often described as the best 

chain, and so by extension the chainwork for the valid blockchain fork is called the best 

chainwork. Simply raise the natural base to the power of the product of the “log2_work” 

variable from Fig. 20 & 21 and ln(2). Essentially:  

 

8) Reorganization Event: During a reorganization event, the peer-to-peer network  

will orphan all blocks that were produced beyond the common ancestor of competing 

blockchains. In this experiment, the attacker was disconnected at block height 274. The 

Testcoin network orphaned 11 blocks that belonged to the honest blockchain as seen in 

Fig. 23.  This is easily done since both blockchains contained the hash of block 274 as the 

previous block in each of their 275th blocks.  Also, during this reorganization event, 

Tx8b8 was orphaned also as the attacker blockchain spent the same inputs as seen in Fig. 

24.  

 
Fig. 23. Log event recording reorganization event. 
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Fig. 24. Tx8b8, the honest transaction, being orphaned by Miner1. 

In Fig. 25 it’s evident that RPC1, just prior to the block reorganization event, detected the 

invalidity of Tx44a and attempted to orphan it.  However, this change was overwritten 

when the attacker’s blockchain was swapped.  Only peers that had consensus of the 

honest blockchain were forced to reorganize, so Miner1 and RPC3 had no such event 

take place as they were the attacker subnetwork. 

 
Fig. 25. Log file snippet from RPC1 attempting to orphan Tx44a just before the reorganization event. 

     This concludes the experimentation portion of this thesis. The following chapter will 

discuss preventative measures that the attack in this chapter is vulnerable to.  These 

preventative measures have all been implemented in real-world cryptocurrencies and 

most have been effective in either completely discouraging attacks or successfully 

repelling actual attacks on their respective cryptocurrency integrations.  There are other 
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preventative techniques such as increasing required transaction confirmations before 

making funds available, but this method and others like it are inadequate given they 

affect some important tenant of cryptocurrencies such as scalability or decentralization. 
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V. DISCUSSION OF RESULTS & PREVENTATIVE MEASURES 

     Experiment II successfully executed a double-spending attack because it 1) used an 

attacker that controlled the majority of the blockchain and thusly was able to out-hash the 

honest network, 2) spent inputs more than once on the attacker and honest forks, and 3) 

was able to force a block reorganization event that saw the honest transaction orphaned.  

Hashrate-based double-spending attacks like Experiment II primarily rely on those three 

concepts to execute successfully and most preventative measures this thesis has 

researched that are worth noting will address at least one of those concepts. 

A. Observer Network 

     A network outside of the peer-to-peer network that observes the network and provides 

security either actively through providing security services or passively through 

observation alone. 

1) Masternode Network: This section will discuss masternodes as they are  

implemented in Dash [31] and its clones such as Raptoreum [38]. Masternodes are 

instances of a cryptocurrency’s peer software that provide additional services to the 

network after meeting certain requirements.  In both Dash and Raptoreum, masternodes 

are used to implement features such as transaction locking and chain locking.  

Temporarily established subsets of the masternode network are formed into quorums, 

which are used to verify both transactions and blocks. How masternodes deter double-
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spending attacks is through collateral and quorum selections. In order to confirm a 

transaction or a block, a subset of masternodes must first be deterministically selected.  If 

an attacker wanted to perform a double spending attack, they would need to control two 

things: 

1. 51% or more of the total network hash rate 

2. A high enough percentage of masternodes to control 75% of a given quorum. 

a. For Dash specifically, 75% of the LLMQ needs to agree on any messages 

being processed such as transactions and blocks, although voting is 

present on the Dash network along with other unrelated features. 

To own that many masternodes, the attacker would also have to own enough collateral to 

fill those masternodes.  Consider Raptoreum, which as of March 6, 2023, has a price of 

$0.001663 per coin according to [27].  The collateral for a Raptoreum masternode is 

1.8M coins, which would cost approximately $2994.14 USD (United States Dollar). 

Generously assuming that controlling 51% of masternodes would be sufficient to perform 

a double-spending attack, as of March 6, 2023, there are 838 masternodes on the network.  

That would mean $2994.14 * (838 * 0.51) which comes out to $1,279,635.55 worth of 

Raptoreum as collateral.  That is not to mention how much it would cost to control most 

of the network hashrate.  

     This thesis’ experiment methodologies would be vulnerable to a masternode network 

as the attack would have to be more sophisticated.  An attacker would not only need to 

control the majority of hashpower, but also control a high enough percentage of 
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masternodes to secure majority control of a quorum. In initiating the attack, the 

possibility of not successfully double-spending a specific transaction is much higher.  

That is to say, an attacker is more likely to lose those funds spent on the honest network 

if a majority quorum is attained.  An attacker would likely need to perform a sustained 

attack or repeated attacks to ensure success which adds another layer of sophistication to 

the attack and also raises the likelihood of discovery and manual intervention by the 

network or core developers.  

2) Block Notarization: Block notarization is the act of preserving blockchain states  

at regular intervals or manually. Komodo [23] offers a paid integration service to other 

cryptocurrencies in which it regularly records block hashes, transaction hashes, and any 

other blockchain data on its own publicly available blockchain. For example, the Pirate 

cryptocurrency [24] is currently integrated with Komodo’s notarization service and it 

advertises double-spending attack protection because of this integration. When blocks 

and their transactions are preserved on the Komodo blockchain, they are considered final 

and any block reorganization events or transaction orphaning that attempt to overwrite 

this data are ignored.  

     Block notarization is effective against the experiments formed in this thesis due to the 

simplicity of implementation.  Any peer receiving a message for block reorganization 

would need only check the external block notarization to determine validity of the 

incoming fork.  The attacker would need to greatly reduce the amount of time its attacker 

spent offline, to only a few block production cycles.  This would likely require the 
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attacker to own overwhelming majority of network hash power, so much so that the 

honest network would be incapable of producing a valid block while the attacker was 

disconnected due to how short of an attack window is available.   

B. Chain Locking 

     Chain locking is the act of periodically preserving the blockchain.  In Bitcoin and 

many other cryptocurrencies, checkpoints are taken by the core developers and released 

with new peer software updates [12].  Technically speaking, block hashes are hardcoded 

into the peer source code and are therefore set in stone.  In this way, every block whose 

hash is included in the checkpoint is considered permanent and irrevocable.  However, 

there is a more decentralized method that Dash employs called chain locking [25].  This 

is where the previously discussed LLMQ will periodically sign the most recent block of 

the blockchain, marking it as permanent [26].  This way, any attempts to cause a block 

reorganization for the block that was signed or any block before it on the block chain will 

be ignored.  

C. Hybrid Consensus 

     The use of masternodes can fall under this category depending upon implementation.  

Also, there are other proofs of authenticity such as proof of stake, proof of authority and 

proof of capacity.  Proof of stake is like masternodes in that users with more than a 

certain threshold of funds in their wallets can leave their software running and be used to 

authenticate transactions and blocks while receiving an award.  Proof of stake is similar 

in proof of work in operation but utilizes funds in the process and much less electricity.  
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Proof of authority is typically implemented as trusted validators authenticating every 

transaction and block broadcast to the network.  The Polkadot cryptocurrency uses proof 

of authority as part of its consensus mechanism.  Proof of capacity is a means of using 

long term storage such as hard drives and solid-state drives to authenticate transactions 

and blocks.  Chia is a cryptocurrency that uses proof of capacity.   

     The idea with hybrid consensus is that an attacker would need to control the majority 

of hash power as well as the majority of the other consensus mechanism(s) being 

deployed.  For proof of stake, the attacker would need to control over half of the 

circulating supply of coins.  Proof of authority would be much more difficult to attack 

since the attacker would, for a time, be required to work and work well within the 

confines of honest validation.  Lastly, the attacker would need to control the majority of 

all long-term storage devices on the network.  The biggest deterrent in hybrid consensus 

is cost prohibitive attacks and the infrastructure to support a multi-consensus network are 

so high that it is not worth it to do so. 

D. Limitations of Experiment Results 

     This thesis’ scope was limited to hash-based double-spending attacks. More 

sophisticated double-spending attacks exist such as integration with a Sybil network 

attack [46].  As such, further research could be conducted to find a solution that more 

wholly protects a cryptocurrency from any form of double-spending attack.  To continue 

this thesis research would require implementation and integration of one or more 

preventative measures into a double-spending-vulnerable cryptocurrency and then 
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conducting more experiments to determine the best methods based upon observation.  

Further than prevention integration, continued research into what preventions have the 

least effect of decentralization, scaling, trustless transactions, and security would be ideal. 
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VI. CONCLUSION  

     Most proof of work cryptocurrencies are exceedingly difficult to attack through means 

represented in this thesis mostly due to the peer-to-peer network’s size.  To attack the 

network successfully would cost so much money that it’s prohibitively expensive. After 

which point, if the attack is successful public opinion of the coin would fall, users would 

move their value off-chain to other cryptocurrencies, and the price of the coin would fall 

[15].  In short, it would cost the attacker a lot of money to execute and if they succeed the 

value of the coin would drop significantly if not kill the cryptocurrency entirely due to 

loss of market value, users, and community. 

     A double-spending attack is a much more serious threat to younger, smaller 

cryptocurrencies.  Attackers will often target smaller cryptocurrencies around the time 

they first are listed on an exchange. It is this thesis’ opinion that all preventative measures 

researched and mentioned are only effective with scale and that observer networks are the 

most intuitive.  The larger the network, the more expensive it becomes to attack with a 

double-spending attack.  There are other solutions, such as increasing the transaction 

confirmations required to before an input can be spent [6], but this makes 

cryptocurrencies difficult to use since it extends the amount of time for a simple 

transaction to hours or days. Other proposed solutions such as the Multistage Secure 

Protocol offered by [30] to detect and prevent double-spending attacks would likely only 

hinder network performance further. 
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     Regarding distributed consensus, this thesis finds two important aspects: liveness and 

safety. Liveness is how likely the chain will continue moving forward no matter the 

conditions. Safety is guaranteed with the finality of blockchain data. This can be 

expressed in terms of blockchain reorganization events and transaction permanence. 

Whatever solution is deployed to prevent or discourage hashrate-based double spending 

attacks needs to ensure blockchain liveness and safety, while not treading on 

decentralization, security, trustless transactions, or to a lesser degree scalability is 

incredibly important in terms of cryptocurrency performance and application 

development.
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